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Abstract:  Analysis of cancer datasets is one of the important research in data mining techniques. In the present 

work, classification techniques such as CART, Random Forest, LMT, and Naive Bayesian are used. The result 

predicts that Random forest method using training dataset outperforms the remaining methods. The random 

forest method using training dataset have less value of absolute relative error. Relative absolute error of LMT is 

high for cancer survival dataset. Value of absolute relative error is greater than 50% for almost all the algorithms 

except for random forest method using training dataset. 
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1.     INTRODUCTION 

Data mining is the process of analysing data from different perspectives and summarizing it into important information so 

as to identify hidden patterns from a large data set. Researchers in many fields have shown great interest in data mining.  

Cancer  also known as a malignant tumor or malignant neoplasm, is a group of diseases involving aberrant cell growth 

with the potential to invade or spread to other parts of the body.[1][2]  it does not mean that  all tumors are 

cancerous; benign tumors do not spread to other parts of the body. The Possible signs and the symptoms include: a new 

lump, abnormal bleeding, cough for a very long period, unexplained weight loss, among others.[3] While these symptoms 

might indicate cancer, they may also occur due to other complications. There are over 100 different types of known 

cancers that affect humans.  

In bioinformatics age, cancer datasets can be used for the cancer diagnosis and treatment, which can improve human 

aging [4].The Data mining techniques, such as the pattern association, classification and clustering, are mostly applied in 

the  cancer and gene expressions correlation studies. Bioinformatics provides logic for developing novel data mining 

methods. 

Classification of datasets based on a predefined knowledge of the objects is a data mining [5].Knowledge management 

technique is used in grouping the same data objects together. The ultimate goal of a supervised learning algorithm is to 

build a classifier that can be used to classify unlabelled instances accurately [6]. Data classification contains supervised 

learning algorithms as it assigns class labels to data objects based on the relationship between the data sets with a pre-

defined class label. Classification algorithms have a  very wide range ofapplications like fraud detection, churn prediction, 

artificial intelligence, neural networks and the credit card rating etc. [7]. There are many classification algorithms 

available in literature and is a well studied area in data mining. Numerous classification algorithms have been proposed in 

the literature, such as classification and regression tree [8], Logistic Model Tree [9], [10], Random forest [11], Bayesian 

classifiers [12]. Cancer detection is one of the most important research topics in biomedical science. Biomedical research 

applies a wide range of designs to solve problems in laboratory, clinical, and population settings [13].  Here in this paper 

we studied various classification algorithms like CART, Random Forest, LMT and Naïve Bayesian over different cancer 

survival dataset. Accuracy is the main objective to estimate the performance of these algorithms over cancer datasets. 
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2.    METHODOLOGY 

A study of Cancer Surveillance using Data Mining, and the Decision Support Systems can reduce the national cancer 

burden or the oral complications of cancer therapies. Here, in this paper, we study various classifications of algorithms 

like CART, Random Forest, LMT and Naïve Bayesian over different cancer survival dataset. The data explored in this 

research was obtained from the Dataset available in the UCI . Patients with highly developed cancers of the stomach, 

bronchus or colon were treated with acrobat. The rationale of this study is to resolve if the survival times differ with 

respect to the organ affected by cancer. There were no missing values and the dataset was complete. The main aim of 

processing the data is to discriminate cancer survivability in people with a two-decision classification problem.  

2.1 CART: 

A classification and regression tree (CART) is a recursive and gradual refinement data mining algorithm of building a 

decision tree. CART algorithm is widely used statistical procedure based on tree structure that can produce classification 

and regression trees, depending on the dependent variable weather it is categorical or numeric, respectively and generates 

binary tree. 

2.2 LMT: 

A Logistic Model Tree (LMT) is an algorithm for supervised learning tasks which is combined with linear Logistic 

regression and tree induction. LMT creates a model tree with a standard decision tree structure with logistic regression 

functions at leaf nodes. In LMT, leaves have an associated logic regression function instead of just class labels. 

2.3 Random forest: 

 Random forest is an ensemble classifier that consists of many decision tree, and outputs the class that is the mode of the 

class's output by individual trees. The Random Forests grows many classification trees without pruning. Then a test 

sample is classified by each decision tree and random forest assigns a class which have maximum occurrence among these 

classifications.  

2.4 Naïve Bayesian: 

Naïve Bayesian classifier is a simple probabilistic classifier based upon Bayes theorem with strong (naive) independence 

assumptions. Naïve Bayesian classifier is based on Bayes conditional probability rule and is used for performing 

classification tasks. All attributes of the dataset are considered independent of each other. In general, a naïve Bayes 

classifier assume that the presence (or absence) of a selective feature of a class is unrelated to the presence (or absence) of 

any other feature. An advantage of the naïve Bayes classifier is that it rebuild amount of training data to estimate the 

parameters (means and variances of the variables) necessary for classification. 

TABLE 1 
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TABLE 2 

 

3.     RESULTS AND DISCUSSION 

Study of cancer survival dataset is also done in (Table 1). Here Random forest algorithm outperforms all other 

classification algorithms used in the study. Comparison of the classification techniques which includes CART, Random 

Forest, LMT, and the Naive Bayesian over different cancer survival dataset shows that Random forest method using 

training dataset outperforms the other methods (Table 2). Relative absolute error of LMT is high for cancer survival 

dataset. Value of absolute relative error is greater than 50% for almost all the algorithms. Only the random forest method 

using training dataset have less value of the absolute relative error.  

4.     CONCLUSION 

 On Comparing the o classification techniques on cancer survival dataset including  the Random Forest ,CART, LMT and 

Naïve Bayesian ,it is clear that Random forest method outperforms the remaining methods. Absolute relative error for the 

algorithm (Random Forest) is also less than the Absolute relative error of the other algorithms. 
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